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Supplementary Note 1 – Quantum theory of electron–cavity-photon 

interaction 

In the following section, we will present a complete quantum theory of a free 

electron interacting with a photonic cavity mode, in which both the electron and the 

cavity mode are quantized. The electron is described by a quantum wavefunction and 

the cavity mode is described by second quantization. We show how to get the 

conventional photon-induced near-field electron microscopy (PINEM)1 expression 

from the complete quantum theory. We further extend the theory to a time-dependent 

interaction of an electron pulse with a time-dependent cavity photon population trapped 

in a resonant photonic structure. Our theory is based on the classical-field formalism2–

4 and its quantum generalization developed in very recent works5,6. Using this theory, 

we analyze for the first time the full scenario of a general quantum electron interacting 

with a general cavity state.  

We begin from writing a Schrodinger equation for the electron. The interaction 

Hamiltonian can be written as 𝐻"#$ = (𝑒 𝑚)⁄ 𝑝 ∙ 𝐴 with a vector potential whose z 

component is connected to the electric field phasor as 𝐴/(t) = 	𝐸3(𝑧)(2 𝜔⁄ ) sin(𝜔𝑡). 

Under the slowly-varying envelope approximation, we can multiply the above by 

additional terms to account for two phenomena: (1) The finite lifetime of the cavity; (2) 

The finite temporal laser pulse. These can be described by the common frequency 

dependence of (1) a Lorentzian ;/=>

(?@A)>B;/=>
 using Ω as the frequency dependence 

and 𝜏 as the cavity lifetime, and (2) a Gaussian 𝑒@
E
>FG

>(?@A)> with 𝜎I as the temporal 

laser pulse width. These two terms are multiplied in the frequency domain, resulting in 

an additional time-domain convolution term of 𝐴/(t) =

	𝐸3(𝑧)(2 𝜔⁄ ) sin(𝜔𝑡) J𝑒@K> FG
>L ∗ 𝑢(𝑡)O	 with 𝑢(𝑡)  the Fourier transform of the 

Lorentzian.  

The interaction Hamiltonian in terms of creation and annihilation operators for the 
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electron12 and the field26 can be written as:  

𝐻PQK =
2ℏ𝑣
𝐿
U𝑔WX∗ 𝑏Z𝑎 + 𝑔WX𝑏𝑎Z] sin(𝜔𝑡) , (𝑆1) 

where 𝐿 is the characteristic length, 𝑣 is the electron’s velocity, and 𝜔 is the photon 

frequency. The parameter 𝑔WX  is the quantum coupling strength (generalizing ref5), the 

quantum equivalent of the dimensionless coupling strength of the conventional PINEM 

formalism2,3 𝛽 . By taking into consideration the slowly varying envelope and 

assuming a short interaction length, we get: 

𝑔WX(𝑡) =
1
|𝛼|𝛽

J𝑒@K> FG
>L ∗ 𝑢(𝑡)O =

1
|𝛼|

𝑒
ℏ𝜔

J𝑒@K> FG
>L ∗ 𝑢(𝑡)Od𝐸3(𝑧)𝑒

@PAe3𝑑𝑧 , (𝑆2) 

where we associate the electric field to a coherent photonic state |𝛼⟩, i.e., a Fock-state 

superposition with the following Poisson distribution: 

|𝛼⟩ = h𝑒@
;
i|j|

> 𝛼Q

√𝑛!
|𝑛⟩

n

Qop

	. (𝑆3) 

 The cavity field’s creation and annihilation operators 𝑎, and the electron raising 

and lowering operators 𝑏 obey the following relations: 

𝑏|𝐸s, 𝑛⟩ = 	 |𝐸s@;, 𝑛⟩
𝑏Z|𝐸s, 𝑛t = 	 |𝐸sB;, 𝑛⟩
𝑎|𝐸s, 𝑛⟩ = √𝑛|𝐸s, 𝑛 − 1⟩
𝑎Z|𝐸s, 𝑛t = 	√𝑛 + 1|𝐸s, 𝑛 + 1⟩

, (𝑆4) 

where |𝐸s⟩ represents an electron of energy 𝐸p + 𝑘ℏ𝜔p, for some arbitrarily chosen 

baseline energy 𝐸p; |𝑛⟩ represents the photonic Fock state of index 𝑛 and |𝐸s, 𝑛⟩ =

|𝐸s⟩ ⊗ |𝑛⟩. 

The full scattering matrix is 

	𝑆y(𝑡) = 𝒯 exp ~−
𝑖
ℏ
d 𝜉(𝑏𝑎Z + 𝑏Z𝑎)𝑑𝑡′
K

@n
�,																																			 (𝑆5) 

where 𝜉(𝑡�) is the slowly-varying coupling strength with units of energy, and 𝒯 is 
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the time-ordering operator. The slow envelope approximation allows us to define 

𝑏(𝑡′) = 𝑏𝑒@PAK�  and 𝑎(𝑡′) = 𝑎𝑒@PAK�  and to pull their operator products 𝑏𝑎Z and 

𝑏Z𝑎 out of the integral. This separation allows us to remove the time-ordering operator 

and get 𝑆y = 𝑒�����
�@���

∗ ���, where 𝑔WX holds the slowly-varying time-dependence, 

while letting us work algebraically with the non time-dependent 𝑎 and 𝑏. We can now 

use this scattering matrix to evaluate the transition probabilities 𝑃s�,Q�→s,Q =

��𝐸s, 𝑛�𝑆y�𝐸s�, 𝑛�t�
i
. 

To describe the most general electron–cavity photon state, we employ a density 

matrix description. We start from the general electron–cavity photon pure state that is 

an arbitrary superposition of the |𝐸s, 𝑛⟩ states, defined by a set of coefficients 𝑐s,Q
(P) : 

|𝜓P⟩ = h 𝑐s,Q
(P)

n

so	@n,
Qop

|𝐸s, 𝑛⟩	. (𝑆6) 

Using the Zassenhaus formula, we can expand the 𝑆y matrix and write it as 

𝑆y = 𝑒
�����

>

i h
U−𝑔WX∗ ]�𝑔WX�

𝑚! 𝑙!

n

�,�op	

(𝑏Z𝑎)�(𝑏𝑎Z)�. (𝑆7) 

The state of the system described in Eq. S6 is a pure state and therefore its density 

matrix is simply given as 𝜌(P) = |𝜓P⟩⟨𝜓P| , which results in the matrix elements 

𝜌s,Q,s�,Q�
(P) = 	 𝑐s,Q

(P) �𝑐s�,Q�
(P) �

∗
. Now, to retrieve the transition probabilities, we can use the 

creation and annihilation operators and calculate the 𝑆y matrix elements 

	𝑆ys,Q,s�,Q� = �𝐸s, 𝑛�𝑆y�𝐸s�, 𝑛�t

= 𝑒
�����

>

i 𝑔WX�Q
�@Q�h

�−�𝑔WX�
i
�
�
(𝑛 + 𝑙 + max{0, 𝑛� − 𝑛})!

𝑙! (𝑙 + |𝑛� − 𝑛|)!√𝑛�! 𝑛!
𝛿sBQos�BQ�

n

�op

	 . (𝑆8)
 

The final state |𝜓¢⟩ is the result of the scattering matrix 𝑆y acting on |𝜓P⟩. This 

means that we can write the density matrix for the final state 𝜌(¢) by: 
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𝜌(¢) = 	 �𝜓¢t�𝜓¢� = 𝑆y|𝜓P⟩⟨𝜓P|𝑆yZ = 	 𝑆y𝜌(P)𝑆yZ	. (𝑆9) 

This expression is correct for any general density matrix for the initial state 𝜌(P). 

Solving for the final density matrix 𝜌(¢) we can formulate the following expression: 

𝜌s,Q,	s�,Q�
(¢) =

= ¤ h ¤𝑒
�����

>

i ∙ 𝑔WX
|s@¥|h

�−�𝑔WX�
i
�
�
(𝑛 + 𝑙 +max(0, 𝑘 − 𝑥))!

𝑙! (𝑙 + |𝑘 − 𝑥|)!§𝑛! (𝑘 + 𝑛 − 𝑥)!
𝑐¥,sBQ@¥
(P)

∞

�op

¨
sBQ

¥o@∞

¨ ∙

∙ ¤ h ¤𝑒
�����

>

i 𝑔WX
�s�@¥�h

�−�𝑔WX�
i
�
�
(𝑛� + 𝑙 + max(0, 𝑘� − 𝑥))!

𝑙! (𝑙 + |𝑘� − 𝑥|)!§𝑛�! (𝑘� + 𝑛� − 𝑥))!
𝑐¥,s�BQ�@¥
(P)

∞

�op

¨
s�BQ�

¥o@∞

¨

∗

.

(𝑆10) 

The density matrix allows us to find the electron–cavity photon probabilities 

𝑃s,Q = 𝜌s,Q,s,Q and we get: 

𝑃s,Q = ©𝑐s,Q
(¢)©

i
=

= 𝑒�����
>
ªh

�−�𝑔WX�
i
�
�

𝑙! h
𝑔WX
|s@¥|(𝑛 + 𝑙 + max{0, 𝑘 − 𝑥})! 𝑐¥,sBQ@¥

(P)

(𝑙 + |𝑘 − 𝑥|)!§𝑛! (𝑘 + 𝑛 − 𝑥)!

sBQ

¥o@n

n

�op

ª

i

(𝑆11)
 

So far, we left all derivations as general as possible, solving for any initial electron 

state and any initial photon cavity state (or their combination 𝜌(P)). We now want to 

retrieve the simple case of a PINEM interaction and obtain the known PINEM 

probabilities for our scenario. We will begin by picking a specific initial electron–

cavity-photon state: a baseline energy electron and a cavity of a coherent state |𝛼⟩, as 

defined in Eq. S3, resulting in: 

𝑐s,Q
(P) = 𝑒@

|j|>
i
𝛼Q

√𝑛!
𝛿s,p	. (𝑆12) 

Plugging this initial state into Eq. S11, and noting the time dependence of 𝑔WX, we get: 
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𝑃s,Q =

⎩
⎪
⎨

⎪
⎧
+𝑒
�����

>@|j|>
i

𝑔WX|s|𝛼sBQ

√𝑛!
1

2−4𝑔WX4
i5

�
	

𝑙! (|𝑘| + 𝑙)!
(𝑛 + 𝑙 +max{0, 𝑘})!

(𝑘 + 𝑛)!

∞

�op

+

i

, 𝑘 + 𝑛 ≥ 0

0, 𝑘 + 𝑛 < 0

(𝑆13) 

 

Next, we focus on the case of |𝑔WX| ≪ 1, which means that the quantum coupling 

strength is weak (note that the conventional PINEM field 𝛽 can still be very strong, 

e.g., ≫ 1). The result of |𝑔WX| ≪ 1 is that the discrete electron energy change is much 

smaller than the number of photons in the field (|𝑘| ≪ 𝑛). Therefore, we may neglect 

𝑘 (in its various forms) wherever it is summed with 𝑛. Focusing on the summation 

term, and using the definition 𝛽J𝑒@K> FG
>L ∗ 𝑢(𝑡)O = 𝑔WX|𝛼| ≈ 𝑔WX√𝑛 and Stirling’s 

formula, we can simplify Eq. S13: 

�−�𝑔WX�
i
�
�
	

𝑙! (|𝑘| + 𝑙)!
(𝑛 + 𝑙 + max{0, 𝑘})!

(𝑘 + 𝑛)! ≈
�−�𝑔WX�

i
�
�
	

𝑙! (|𝑘| + 𝑙)!
(𝑛 + 𝑙)!
𝑛! ≈

�−�𝑔WX�
i
�
�
	

𝑙! (|𝑘| + 𝑙)! 𝑛
� ≈

�−�𝛽J𝑒@K> FG
>L ∗ 𝑢(𝑡)O�

i
�
�
	

𝑙! (|𝑘| + 𝑙)! 	 , (𝑆14)

 

which results in 

𝑃s,Q = 𝑒�����
>@|j|> ª

𝑔WX|s|𝛼Q

√𝑛!
h

�−�𝛽J𝑒@K> FG
>L ∗ 𝑢(𝑡)O�

i
�
�
	

𝑙! (|𝑘| + 𝑙)!

n

�op

ª

i

	 . (𝑆15) 

The magnitude of 𝑔WX is approximately: 

�𝑔WX
|s|� ≈ ª

2|𝛽[𝑒
@K

>

FG
> ∗ 𝑢(𝑡)]
2𝛼

ª

|s|

. (𝑆16) 

Since we have �𝑔WX� ≪ 1, then 𝑒�����
>
≈ 1. Substituting Eq. S16 into Eq. S15, 

and using the above approximation, we finally get: 
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𝑃s,Q = 𝐽|s|i U2|𝛽|J𝑒@K
> FG

>L ∗ 𝑢(𝑡)O] ±𝑒@
;
i|j|

> 𝛼Q

√𝑛!
±
i

			.																																		(𝑆17) 

We notice that in fact the electron and photon states are now separable, and we can 

extract the electron probabilities, corresponding to the known PINEM expression10-12, 

𝑃s = 𝐽|s|i U2|𝛽|J𝑒@K
> FG

>L ∗ 𝑢(𝑡)O], but also accounting for the finite cavity lifetime and 

finite electron pulse width. The function 𝑢(𝑡)  can be calculated as the Fourier 

transform of a Lorenzian 𝑢(𝑡) = 𝛩(𝑡)𝑒@K =⁄ /𝜏 , describing an exponential decay 

following the lifetime 𝜏  of the photonic mode, where 	𝛩 (t) is the Heaviside step 

function. The electron probability to be at an energy state 𝑘 is therefore 

𝑃s = 𝐽siU2|𝛽|𝑒@K
> FG

>L ∗ (𝛩(𝑡)𝑒@K =⁄ 𝜏⁄ )], (𝑆18) 

which has the same Bessel function argument as in the main text. The next section 

explains this formula as a direct extension of the conventional PINEM theory, and 

describes the additional effect of the electron pulse duration – achieving Eq. 1 from the 

main text. 
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Supplementary Note 2 – Full time dependence of the electron 

probabilities in PINEM  

 This section derives the central equation of the main text, which captures all the 

effects we observed (PINEM energy peaks used for nearfield imaging, time-dependent 

spectra used for lifetime measurements, and Rabi oscillations used in spatial scanning): 

𝑃s(𝐸, 𝑡) = 𝐽si ³2|𝛽|(𝛩(𝑡)𝑒
@K=/𝜏) ∗ 𝑒@(K/FG)>´ ∗ 𝐺(𝑡 − 𝜁𝐸, 𝜎·), (1) 

where the standard deviations 𝜎·, 𝜎I  of the electron and the laser pulses depend on 

their durations 𝜏·, 𝜏I via 𝜎·,I = 𝜏·,I/(2√ln2). 

 

Generally, we can start by describing the electron energy spectra in PINEM 

experiments as 𝑃(𝐸, 𝑡) = ¹ 𝑓p(𝐸 − 𝑘ℏ𝜔)𝑃s(𝐸 − 𝑘ℏ𝜔, 𝑡)
Bn
so@n , where 𝑓p  is the 

initial electron probability density in the electron energy E. Experimental conditions 

dictate uncertainty of the initial electron energy, which is known as the zero-loss peak 

(ZLP) width.  

Before considering the effect of the lifetime of a photonic cavity, we consider the 

effects of the time durations of the electron pulse and the laser pulse (which will 

correspond to the formalism reported in the literature2,3,7). We assume that the initial 

electron energy probability density has a Gaussian-like profile 𝑓p = 𝐺(𝐸, 𝜎»), where 

the Gaussian function 𝐺  is defined as 𝐺(𝑥, 𝜎) = ;
F√¼

𝑒@(¥/F)>  and the standard 

deviation 𝜎» depends on full-width half maximum (FWHM) width of the ZLP 𝑤» 

via 𝜎¾ = 	𝑤»/(2√ln2). Thus, we have the electron energy spectra (probability density) 

in PINEM experiments by 𝑃(𝐸, 𝑡) = ¹ 𝐺(𝐸 − 𝑘ℏ𝜔, 𝜎»)𝑃s(𝐸 − 𝑘ℏ𝜔, 𝑡)
Bn
so@n . 

 The electron pulses are often chirped, because the high energy electrons travel 

faster than the low energy ones8. Using the definition of the electron’s intrinsic chirp 

coefficient ζ, we can add an additional energy dependence 

𝑃(𝐸, 𝑡) =h 𝐺(𝐸 − 𝑘ℏ𝜔, 𝜎»)𝑃s(𝐸 − 𝑘ℏ𝜔, 𝑡) ∗ 𝐺(𝑡 − 𝜁𝐸, 𝜎·)
Bn

so@n
, 𝑆(19) 
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where the convolution (denoted by *) accounts for the influence of the temporal 

electron pulse 𝐺(𝑡, 𝜎·). 

 

1. The electron probabilities in PINEM without a cavity effect 

 For electron and laser pulses with (temporal) Gaussian envelopes that interact 

according to the conventional PINEM theory, i.e., no cavity involved, we can write 

𝑃s(𝑡) = 𝐽siU2|𝛽|𝑒@K
> FG

>L ] ∗ 𝐺(𝑡, 𝜎·) , where 𝑒@K> FG
>L  is the time dependence of the 

excitation field7. The PINEM probability density from Eq. S19 is accordingly: 

𝑃(𝐸, 𝑡) = h 𝐺(𝐸 − 𝑘 ∙ ℏω, 𝜎»)	𝐽siU2|𝛽|𝑒@K
> FG

>L ] ∗ 𝐺(𝑡 − 𝜁(𝐸 − 𝑘 ∙ ℏω), 𝜎·)
Bn

so@n

. (𝑆20) 

This probability density corresponds to Eq. 1 from the main text, except for the 

contribution of the cavity. 

 Note that the 𝑡-dependence on the right-hand side of Eq. S20 is the result of the 

temporal convolution between the pulses, and takes the role of the delay between the 

electron and laser pulses. Eq. S20 can be equivalently written as: 
𝑃(𝐸, 𝑡) =

1
𝜋𝜎»𝜎·

h 𝑒
@(»@s∙ℏÁ)

>

FÂ
> 	

d 𝐽si Ã2|𝛽|𝑒
@K

′>

FG
>Ä 𝑒

@	[K@K
�BÅ(»@s∙ℏÁ)]>

FÆ> 𝑑𝑡�
Bn

@n

B	n

so	@n

. (𝑆21) 

Eq. S21 corresponds to the formalism reported in the literature2,3,7. 

 

2. The electron probabilities in PINEM with the cavity effect 

 To include the effect of the photonic cavity, which enhances the interaction and 

extends its duration by a lifetime 𝜏 , we take the full form of Eq. S18, 𝑃s =

𝐽siU2|𝛽|𝑒@K
> FG

>L ∗ 𝛩(𝑡)𝑒@K =⁄ /𝜏]. This expression can be understood as the convolution 

of the laser pulse with the cavity’s impulse response function 𝑢(𝑡) = 𝛩(𝑡)𝑒@K =⁄ /𝜏. 

This impulse response also appears in optical pump-probe theory9. Altogether, both 

approaches, with a classical or a quantum photonic field, correspond to Eq. 1 in the 

main text.  
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We obtain the energy probability density for cavity photons as a function of the 

pump-probe delay 𝑡: 

𝑃(𝐸, 𝑡) =

h 𝐺(𝐸 − 𝑘 ∙ ℏω, 𝜎¾)	𝐽siU2|𝛽|𝑢(𝑡) ∗ 𝑒@K
> FG

>L ] ∗ 𝐺(𝑡 − 𝜁(E − 𝑘 ∙ ℏω), 𝜎·)
Bn

so	@n

, (𝑆22) 

or 

𝑃(𝐸, 𝑡) =
1

𝜋𝜎»𝜎·
h 𝑒

@(»@s∙ℏÁ)
>

FÂ
> 	

d 𝑒
@	[K

�@K@Å(»@s∙ℏÁ)]>

FÆ>
Bn

@n

Bn

so	@n

 

∙ 𝐽si È√𝜋|𝛽p|𝑒
É
FG
>

Ê=>@
K�
= Ë erfc É

𝑡�

𝜎I
−
𝜎I
2𝜏Ë

Ï𝑑𝑡�.																						(𝑆23) 

 Note that as the lifetime shortens (𝜏 → 0), we will have 𝑢(𝑡) → δ(t) , where 

𝛿(𝑡) is the Dirac Delta function. Then 𝑢(𝑡) ∗ |𝛽(𝑡)| = 	 |𝛽(𝑡)| and Eq. S22 and S23 

converge to S20 and S21 respectively. 

 

  



 12 

Supplementary Note 3 – Data processing: extracting the lifetime and 

the PINEM field from the energy spectrum of the electron probe 

 This section presents the analysis we perform for extracting the lifetime from the 

electron–cavity-photon interaction. We also present the conversion from the measured 

probabilities (histogram) of the electron energy spectrum to the PINEM coupling 

strength, and discuss the conversion from the PINEM coupling strength to the electric 

field. 

 These parameters can be extracted in several different strategies. In case one is 

interested in maintaining high spatial resolution, measuring the lifetime and field 

strength at each point, we can use a focused electron beam as in scanning transmission 

electron microscopy (STEM) and perform the measurement point-by-point (as done in 

Fig. 3c). Alternatively, in regular transmission using a wide electron beam (TEM mode), 

we can use energy filtered images to extract simultaneous information at different 

points in space (as done in Figs. 2c, 3b and 4).  

For the measurement of the lifetime, we can use the fact that the entire photonic 

mode decays together to combine the information from different points in space and 

analyze the combined electron energy spectrum. In this case, the interaction probability 

density is found to be well-described by an integral over the lateral x-y plane, which is 

perpendicular to the electron propagation direction z 

𝑃(𝐸, 𝑡) = Ð𝑃U𝐸, 𝑡, 𝛽p(𝑥, 𝑦)]𝑑𝑥𝑑𝑦 . (𝑆24) 

In the case of a photonic crystal, the integration area in Eq. S24 can be considered 

to be a single unit-cell (since the transverse interaction area is much larger than a single 

cell). We find that in practice the EELS of the Bloch modes can be well-fitted 

empirically using the expression 𝑃(𝐸, 𝑡) = 	∫ 𝑃(𝐸, 𝑡, 	𝛽p𝑒@¥)𝑑𝑥
Ó
p , which contains a 

single dimensionless parameter 𝐷. Substituting the 𝛽p  by 	𝛽p𝑒@¥  in Eq. S23 and 

introducing an additional integral, we have the probability density of the EELS in a 

photonic crystal: 
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 To obtain the lifetime 𝜏  from our experiments, we developed an optimization 

algorithm to minimize the difference between the experimental data 𝑃·¥Õ (e.g., Fig. 4a) 

and the theoretical one in Eq. S25. We define the following quadratic error function 𝐹: 

Minimize		𝐹(𝜎», 𝜎·, 𝛽p, 𝜎I, 𝜏, 𝜁, 𝐷) = �𝑃ÙÚÛ − 𝑃¾Ü.		ÝiÞ�
i
. (𝑆26) 

The optimization algorithm can run over all the parameters defined above: 

𝜎», 𝜎·, 𝛽p, 𝜎I, 𝜏, 𝜁, and 𝐷, search for the optimum by an interior-point method. First, we 

evaluate 𝐹 using an initial guess of all the parameters. Then a series of changes are 

applied iteratively to the parameters (as in gradient descent algorithms), each time 

checking that we obtain a new 𝐹 . The iterations stop when a minimum of 𝐹  is 

obtained and optimal parameters 𝜎», 𝜎·, 𝛽p, 𝜎I, 𝜏, 𝜁, and 𝐷 are found. While such an 

algorithm often produces a local minimum and not the global one, we have not 

experienced this problem in practical cases for the calculation of the lifetime (Fig. 4) or 

Rabi phase (Fig. 3). Testing different initial conditions consistently resulted in the same 

optimal fit of the parameters. We believe that such convenient optimization conditions 

occur whenever using relatively weak interactions (𝛽 not much larger than 1), and also 

when using electron pulse durations that are longer than the laser pulse duration (so the 

average interaction is weakened). 

We used the above procedure with a wide electron beam to find 𝜏 in Fig. 4. We 

also get the PINEM field 𝛽  (averaged over the unit cell). When using a focused 

electron beam we get 𝛽 at each point, as we have done in Fig. 3, and thus we can 

obtain the nearfield map in a STEM mode. From the PINEM field 𝛽, it is possible to 

get the electric field at each point in x-y, integrated along the z axis. Finding the entire 

electric field in 3D would also be possible by tilting the sample and incident laser 

relative to the electron, thus achieving full-field tomography in 3D. 

There is another strategy for extracting the nearfield map, which we use in Fig. 2. 
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Using a wide electron beam and filtering it by energy (blue frame in Extended Data Fig. 

1a) we obtain the entire map simultaneously. This map contains integrated electron 

probabilities, from which the conversion to the PINEM field is not trivial. In some cases, 

the conversion is not monotonic, and then some prior knowledge about the field 

distribution is required in order to translate the measurement to the actual field1,2. 

However, when using a weak field (e.g., as for sensitive samples), then this conversion 

could be monotonic. Similarly, when the electron pulse duration is longer than the laser 

pulse duration we could expect that the conversion may also be monotonic. 
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Supplementary Note 4 – Fit of the spatial-analogue Rabi oscillations 

Here we present the method used to obtain the Rabi phases defined by 2|𝛽| from 

the EELS map (Fig. 3c) and spectra (Fig. 3e) using Eq. 1, in which the electron is 

quantum and the field is classical (also see Supplementary Note 1 and 2). We also 

explain the comparison with the classical theory. 

First, we took the electron energy spectrum at each x position (Supplementary Fig. 

1a) and normalize it to total probability of 1. Since the lifetime is smaller than the pulse 

durations, it is neglected for the fits and results in this case. The fitted map is shown in 

Supplementary Fig. 1b.  

 
Supplementary Fig. 1 | Electron energy spectrum recorded as a function of electron 

probe position. a, Measured electron energy map. This map is from the same data in 

Fig. 3c but here its integrated probability for each x position normalized to 1. b, 

Simulated electron energy map from the fit of Eq. 1. c, Simulated electron energy map 

in b after normalizing to its maxima, better showing the oscillation of the peaks, as in 

literature4 and Fig. 3c.  
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We also fitted the measured electron energy map to a classical theory10, which 

assumes a point electron of mass m and charge q moving under the relativistic Newton 

Lorentz force. In our case, the electron energy change (gain or loss) can be found as an 

integral over the electric field that resembles the PINEM field: Δ𝐸 =

2𝑒 ∫ 𝑑𝑧	ℇ3(𝑧)𝑒@PA3 á⁄ . When we assume that the electron arrival time is random 

relative to the phase of the field, we find that the electron after the interaction is 

described by the following probability density for the electron’s energy change 𝐸: 

𝑝â��ããPâ��(𝐸) =
1

𝜋Δ𝐸ä1 − 𝐸i
Δ𝐸i

	, (𝑆27)
 

Using the same initial Gaussian energy distribution (the zero-loss peak) as in Eq. 

1, we perform a convolution on Eq. S27 to obtain the classical fit (dashed curves) in 

Fig. 3e 

𝑃â��ããPâ��(𝐸) = 	𝑝â��ããPâ��(𝐸) ∗ 𝐺(𝐸, 𝜎»)	. (𝑆28) 

The definition of Gaussian function 𝐺(𝐸, 𝜎»)  and the relationship 𝜎»  to the 

electron’s zero-loss peak width can be found in the Supplementary Note 2. 
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Supplementary Note 5 – Subtraction of the zero-loss peak spectrum  

In Fig. 4b of the main text, we presented the probability density of the electron–

cavity-photon interaction at each delay time, which is the result of subtracting the 

spectrum of the non-interacting electron (i.e., the zero-loss peak, ZLP)8,4. This 

subtraction is valid because the PINEM interaction moves the electrons of the ZLP to 

both sides, and we can quantify this interaction by subtraction of the non-interacting 

spectrum. After the subtraction, the spectrum at the zero-loss peak becomes negative 

(since the interacting electrons are subtracted from the zero-loss peak energies and 

move to the gain and the loss sides). There are three advantages for using the ZLP 

subtracted spectra to get the probability of electron–cavity-photon interaction (the ratio 

of electrons that interacted with the photons out of all electrons as in Fig. 4c):  

(1) We can precisely separate the interacting electrons from the non-interacting 

ones. This method is especially useful when the ZLP and first order peaks partially 

overlap, and are thus hard to separate in other ways.  

(2) The subtraction improves the signal-to-noise and thus provides higher stability 

for the quantitative fit we perform. This method is especially important for weak 

interaction strengths or very low laser intensities for which the signal in the side-lobes 

is small compared to the high ZLP.  

(3) The background noise and additional loss mechanisms in the spectrum (e.g., 

plasmon peak) can be greatly reduced.  
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Supplementary Note 6 – Photonic crystal Q-factor calculation  

The photonic crystal membrane contains extended cavity modes, with properties 

such as the quality-(Q-)factor, as in localized photonic cavities. The Q factor of the 

photonic crystal cavity modes can be calculated through the bandwidth of the resonance 

𝑄 =
𝑓p
Δ𝑓		, 

where 𝑓p = 𝑐/𝜆 is the resonant frequency, and Δ𝑓 is the full-width half maximum 

(FWHM) of the resonance bandwidth. From the FDTD simulation of the photonic 

crystal bandstructure (Extended Data Fig. 2a), we obtained the spectral response of the 

photonic crystal as shown in Supplementary Fig. 2. The high-Q mode (upper panel of 

Fig. 4a) was found at 835 nm wavelength and 4.4° incident angle in the measurements. 

In the simulated bandstructure (Extended Data Fig. 2a), the same mode was found at 

364.3 THz frequency (823 nm) and 4.4° incident angle. The FWHM bandwidth Δ𝑓 of 

this high-Q mode in the simulation, is determined to be 1.02 THz. The Q-factor 

obtained from the simulations is ~357, showing a good match to the value obtained 

through the lifetime measurement with the electron probe (~384, presented in the main 

text).  

 
Supplementary Fig. 2 | Estimating the quality-(Q-) factor of the high-Q mode (upper 

panel of Fig. 4a) using the simulated bandstructure (Extended Data Fig. 2a). The Q-

factor corresponds well to the result achieved from measurement (in the main text).  
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Supplementary Note 7 – Laser spot diameter 

In order to estimate the laser spot diameter on the sample located in the TEM 

column, we used a camera placed on the focal plane of the parabolic mirror used for 

focusing light on the sample (Supplementary Fig. 3a). The image of the pump laser 

(730 nm wavelength) spot is captured in Supplementary Fig. 3b. To obtain the laser 

spot size, a Gaussian model, 𝐺(𝑥, 𝑦) = 	𝐴 ∙ exp	(−(𝑥i + 𝑦i) 𝜎i⁄ ), is used to fit this 

image by a nonlinear regression algorithm. The full width half maximum diameter, D, 

was determined to be 69.0 µm via the relationship 𝐷 = 2√ln2𝜎 and presented as red 

circle in Supplementary Fig. 3b. 

 

Supplementary Fig. 3 | Measurement of spatial spot size of the laser pulse. a, 

Scheme of the laser spot size measurement. A parabolic mirror is used to focus the 

laser on the sample surface. The distance from the sample to the beam splitter is 𝑑; +

𝑑i. To measure the laser spot size on the sample surface, a calibrated camera is placed 

at the same distance 𝑑; + 𝑑i  from the beam splitter. b, The laser (730 nm 

wavelength) spot image, as captured by the camera. Solid lines mark the laser spot 

center. The circle presents the fitted spot diameter (69.0 μm) from the Gaussian model 

as explained above. 
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